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Abstract

Disentangled and interpretable latent representations in generative models typi-
cally come at the cost of generation quality. The 3-VAE framework introduces a
hyperparameter J to balance disentanglement and reconstruction quality, where
setting S > 1 introduces an information bottleneck that favors disentanglement
over sharp, accurate reconstructions. To address this trade-off, we propose a novel
generative modeling framework that leverages a range of 3 values to learn multiple
corresponding latent representations. First, we obtain a slew of representations
by training a single variational autoencoder (VAE), with a new loss function that
controls the information retained in each latent representation such that the higher
B value prioritize disentanglement over reconstruction fidelity. We then, introduce
a non-linear diffusion model that smoothly transitions latent representations corre-
sponding to different 3 values. This model denoises towards less disentangled and
more informative representations, ultimately leading to (almost) lossless represen-
tations, enabling sharp reconstructions. Furthermore, our model supports sample
generation without input images, functioning as a standalone generative model. We
evaluate our framework in terms of both disentanglement and generation quality.
Additionally, we observe smooth transitions in the latent spaces with respect to
changes in 3, facilitating consistent manipulation of generated outputs.

1 Introduction

Today, numerous advanced latent generative models are capable of producing hyperrealistic images,
providing end users with a broad array of options. Current advancements in state-of-the-art generative
models focus primarily on qualitative improvements in generated outputs, with recent research
emphasizing the study and analysis of training dynamics to enhance generation quality (Karras et al.,
2022, 2024; Hoogeboom et al., 2023, 2024). Consequently, progress in generative modeling has
largely shifted focus from learning and evaluating a model’s latent representations to refining the
generation process itself. However, research on deep latent generative models (Kingma et al., 2013;
Radford et al., 2015) and unsupervised representation learning has shown that purposefully learned
representations not only enhance generative performance but also offer practical advantages such as
attribute and object changes (Wu et al., 2023).
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Previous generative modeling approaches aimed at learning disentangled and interpretable latent
representations have often trailed behind in generation quality. 5-VAE is a fundamental method
for learning such representations, based on the variational autoencoder (VAE) framework (Kingma
etal., 2013). Higgins et al. (2016) modified the VAE objective by introducing a hyperparameter [,
where setting 5 = 1 recovers the original objective function. This 5 parameter governs the degree of
disentanglement, balancing it against reconstruction and generation quality. A larger 3 value imposes
stronger regularization on the latent space, empirically shown to promote disentanglement, while
a smaller 3 prioritizes reconstruction accuracy but does not encourage disentanglement. Although
B-VAE has been extensively studied (H. Kim et al., 2018; Chen et al., 2018; Shao et al., 2020;
Dewangan et al., 2022), overcoming this challenging trade-off in general models remains difficult
and has only been addressed by a few works (Ren et al., 2022; Yang et al., 2023; Wang et al., 2023a).

Inspired by 3-VAEs, we aim to promote disentangled representation learning within modern genera-
tive models. To this end, we propose a novel generative modeling framework. Our model consists
of two main components, trained in a two-stage manner. First, we train a single VAE that learns
a spectrum of latent representations by varying the parameter /3, which controls disentanglement
through regularization. This VAE comprises an encoder and a decoder, each conditioned on j3.
However, this VAE still faces the trade-off issue: disentangled latent representations with larger 3
lose information about the original input, leading to blurred reconstructions similar to those of a
standard 3-VAE. To address this, we introduce a novel non-linear diffusion model that denoises the
latent variable at a given /3 back to an (ideally) non-lossy latent space corresponding to 8 = 0. This
allows us to generate sharp, non-blurred images by decoding the denoised latent variable (see Fig. 1).

In our experiments, we evaluate our model in terms of both disentanglement and generation quality.
For disentanglement, we demonstrate that our model effectively achieves this purpose while main-
taining generation performance, by following a well-established benchmark using CelebA (Yang
et al., 2023). Additionally, we benchmark our approach on well-known toy datasets (Locatello et al.,
2019; Khrulkov et al., 2021). Furthermore, we test our model’s capability as a standalone generative
model on widely-used image datasets both qualitatively and quantitatively. We also show that the set
of learned latent spaces is smooth with respect to 3, which is essential for consistent manipulation.

Our contributions are briefly listed as follows.

* We propose a generative modeling framework that leverages multiple levels of latent representa-
tions, ranging from fully-informed to fully-disentangled, by extending 3-VAE with a range of 3
values, along with a novel model design and objective function.

* We propose a novel non-linear diffusion model that connects latent spaces corresponding to
different 5 values. By combining the VAE and the diffusion model, our approach enables both
disentanglement and high-quality generation in principle.

* We empirically demonstrate that our model effectively balances disentanglement and image qual-
ity, achieving a superior trade-off compared to existing methods with the same motivation. Our
approach attains disentanglement performance on par with disentanglement-focused baselines
while generating high-quality images comparable to state-of-the-art generative models.

2 Overview of 5-VAE

We begin with the formulation of a vanilla VAE (Kingma et al., 2013). Suppose we have a dataset
D = {z;}M,, where z; € RP fori = {1,..., M}.We denote the empirical distribution defined by
D as pp(x). A VAE aims to uncover a reduced set of latent factors that give rise to this dataset.

Specifically, a latent variable z € R? (d < D) is introduced, with its prior distribution set as
p(z) = N(0, I;). Data samples are generated by first sampling z ~ p(z) and then decoding it
using a probabilistic decoder, denoted as pg(x|z). The decoder is commonly parameterized by a
conditional isotropic Gaussian as pg(x|z) = N (z|gs(z), s*Ip) with a non-negative scalar s* and a
function go : RY — RP. We then wish to maximize the marginal log-likelihood E,,, () [log ps ()],
where pg(x) = E,2)[po(x|2)]. However, this maximization is not tractable. Therefore, in the VAE
framework, a surrogate objective function called the evidence lower bound (ELBO) is maximized
instead, formulated as

log pg(x) > By, (z/e) [logpe(x|2)] — Dki(gs(z|2)|p(2)), (1
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Figure 1: Our framework for achieving both disentanglement and generation. Our approach
embeds (3 values as time conditioning in our newly designed nonlinear diffusion model enabling
both effective disentanglement and high-quality generation. (a-b) Directly decoding z; at non-zero b
results in blurred images; however, applying the denoiser before decoding yields clear images. (c-d)
The denoiser also improves the quality of manipulated images. By using the same direction in the
latent space for these manipulations, we achieve consistent changes in age across different ground
truth images. This demonstrates that our model produces a disentangled and easily controllable latent
space. More examples of attribute changes can be found in Appendix D.5.

where ¢4 (z|x) is a variational distribution used to approximate the posterior distribution pg(z|x),
a.k.a., the encoder. A common way to model this distribution is using a conditional Gaussian as
qy(z|x) = N'(2|f4(), diag(o4(x))), with functions f, : R’ — R% and oy, : R — RY.

Through the maximization of Eq. (1), the encoder learns to recover latent generative factors from
the dataset, while the decoder attempts to reconstruct « from z as accurately as possible. In other
words, the encoder and decoder are trained to compress the data without information loss, effectively
becoming stochastic inverses of each other. The 5-VAE (Higgins et al., 2016) is a variant of the
above model that employs the following modified objective function: E,, (»|z) [log pg(:c|z)] —

B Dkr(gs(z]x)||p(2)), where the regularization term in Eq. (1) is scaled by a hyperparameter /.

The choice of 3 creates a trade-off between the reconstruction quality and disentanglement of
the latent representation. Previous works have established that increasing the contribution of the
regularization term, i.e., setting 8 > 1, not only promotes independence among latent dimensions
but also facilitates the learning of interpretable generative factors (please refer to Appendix A for
this literature review). On the other hand, a downside to increasing regularization is the loss of
information. When the variational approximation approaches the prior according to the KL term, all
encodings g4 (z|x) begin to collapse to the prior, resulting in a lack of distinct information about
individual data points, which hampers accurate reconstruction. This indicates that setting the value
of /3 is non-trivial due to the precarious balance between desirable disentanglement and undesirable
loss of information. Even with a suitable parameter /3 for disentangled representation, reconstructed
samples may still be blurred due to the loss of information.

In the following sections, we propose our solutions to two critical issues:

1. Problem 1: Choosing the optimal regularization coefficient () is nontrivial and requires
multiple training runs. Our solution to this issue is detailed in Section 3.

2. Problem 2: Achieving both generation quality and controllability is challenging, as the regular-
ization used for learning disentangled representations often degrades reconstruction and sample
quality. Our solution to this issue is detailed in Section 4



3 Multi-3 Representation Learning

To overcome the severe trade-off between reconstruction accuracy and the disentanglement of latent
representation in existing VAE variants, we propose multi-/3 latent representation learning. First,
we extend 3-VAE by treating /3 as a variable rather than a hyperparameter in Section 3.1. Using a
monotonic property of multi-/3 latent space presented in Section 3.2, a subsequently learned diffusion
model allows us to move across latent spaces corresponding to different 3 (see Section 4).

3.1 Conditional Multi-level 5-VAE

Here we extend the 3-VAE to incorporate [ as a variable within a range of values. In our setup,
unlike the typical 5-VAE, $ lies in [0, B] instead of being fixed, and it scales the reconstruction
and regularization terms with weights of (B — () and /3, respectively (see Eq. (4)). This approach
allows us to achieve a full spectrum of the weighting, encompassing both the reconstruction-only and
regularization-only objectives as extreme cases with S = 0 and B, respectively. We expect that larger
values of 3 result in more disentangled latent representations, while smaller values will yield higher
fidelity in the reconstructed samples. We assume that each value of 3 has its latent space, which is
denoted as Z3. In our VAE, the decoder and encoder for a given /3 are designed as follows:

po(®|zg; B) = N (z|go (25, B), s51) ()
q(b(ZﬂliL‘;B):N(Zﬁ|f¢($,ﬁ)70%1>, 3)

where s% € Ry, 0[23 € R>o, 8 and ¢ represent the parameters for the decoder and encoder,
respectively. Both the encoder and the decoder depend on (3, which induces different latent spaces.
Additionally, the conditional covariance matrices in both the data and latent spaces are modeled as
learnable isotropic matrices that depend solely on 3.

Under this model setup, we propose a novel objective function based on a rescaled ELBO as
L =EgLs, where

Ls=Epp(a) {(B — B)Eq, (2412) [log po(|25)] — 8Dk (g0 (25]2)|Ip(2)) |, )

and we sample 3 from a prior distribution to train the VAE across multiple 3 values. Notably, £z
when B = 1, with 8 = 0 and 0.5, corresponds to the objective functions for a plain autoencoder
and a VAE, respectively, without considering the scaling factors”. Algorithm 1 contains the training
algorithm for this augmented 3-VAE.

3.2 Controlling Information Loss with 3

As outlined in the previous section, our objective function (4) facilitates a smooth interpolation and
extrapolation between the objectives of an autoencoder and a VAE. Specifically, the parameter 3
modulates the degree of information retention in the latent spaces. To elucidate this mechanism,
we present a simplified analysis of our novel objective function (4) in the case of B = 1. We
anticipate that setting 8 > 0.5 encourages disentanglement within the latent space Z3, albeit at the
cost of information essential for accurate reconstruction. Conversely, choosing 3 < 0.5 enhances
reconstruction fidelity but compromises the disentanglement of representations.

A smaller (3 value places greater emphasis on the reconstruction term, resulting in a reduced latent
variance 0123. In the extreme case, setting 5 = 0 theoretically results in perfect reconstruction with

o3 = 0, as demonstrated in the following proposition. We defer the proofs to Appendix B.

Proposition 3.1. Under certain regularity conditions, the global optimum of Ly is achieved when
2
o5 = 0.

In contrast, increasing 3 towards 1 enhances regularization, which encourages disentanglement of the
latent representation. In the extreme case, when 5 = 1, the objective function (4) reduces to the KL
regularization term, causing g, (z|x; 3 = 1) collapse to the prior distribution p(z). Consequently,
the latent space, i.e., Z1, no longer retains any information about the input x, as demonstrated in the
following proposition.

2Qur § is different from that of the typical 3-VAE in the relationship between 3 values and their respective
models.



Proposition 3.2. The mutual information between the input and the reconstructed samples produced
by the VAE becomes zero as Dk1,(q4(2z|x; 5 = 1) || p(2)) converges to zero. It holds for any decoder

Sunction go(-, 8 = 1).

The gradual loss of information in the latent space with (3 is also characterised by a gradual increase
in the variance of latent representations such that oy < og for 0 < 8 < B’ < 1, which is also
observed in previous studies (Takida et al., 2022).

In summary, our multi-level 5-VAE is equipped to learn a slew of latent representations which due
to Eq. (4), capture major axes of variation present across the dataset by down-weighting accurate
reconstructions. This does not mitigate Problem 2. To this end, we purposely combine the model
Eq. (3) and Eq. (4) so that learnt o3 parallel a typical noising process in diffusion models (5 = t).
When trained well, diffusion models can capture the target distribution and sample realisitic data by
repeated denoising. However, due to the involvement of an encoder that specifies the mean f,(x, )
at all 5 € [0, 1] in the latent space, our noising process diverges from the commonly used linear
inference/noising process. We detail our formulation of non-linear denoising diffusion in the next
section.

4 Reversing the Information Loss

Increasing regularization enhances representation learning but negatively affects sample and recon-
struction quality. At higher 3 values, the reconstructions tend to collapse into an “averaged” image,
a phenomenon also noted by Collins et al. (2022). To address Problem 2, we propose reversing
information loss by training a denoising model based on a diffusion process. First, we review the
standard diffusion model in Section 4.1 and its nonlinear extension in Section 4.2. In this approach,
the time-varying mean is governed by the encoder (f;), with noise conditioning parameterized by 3
or equivalently by time ¢.

4.1 Primer on Diffusion Models

We start with a brief primer on the vanilla diffusion models with a linear diffusion process. Diffusion
models consist of a fixed hierarchical encoding process, known as the forward or noising process,
and a decoding process for generation. In the encoding stage, incremental noise is gradually added to
the data, transforming it into a Gaussian noise:

q(zelwt) == N (2|, 071,), Q)

where t € [0, T], 7 > 0 is a small constant, and o; > 0 is a predefined noise schedule that increases
with ¢. Next, the Markovian forward distributions are derived as

2
q(zt|ze—r) = N(Zt\zt—mUﬂt_TId), (6)
where af‘ by = o? — o?__. A tractable reverse decoding process is obtained via Bayes’ rule as
~ ~2
q(ztf‘r‘ztaw) :N(ztf‘rlll't(zhw)ao-t Id)? (7)
2 2 9 2
o o o
- tlt—rYt— . Oy t|t—
where 67 = % and fiy(z, ) = — -2t + ltor ®)
O Ot O

Diffusion models are trained to match the generative reverse conditional distributions in Eq. (7), and
are generally parameterized as

pl/l(zt—7'|zt) = N(zt—'r|p“¢) (Zta t)7 072- (t)Id)a 9
2
o
where fu (2, 1) 1= at_QT z + tlt;T Ty (24, 1). (10)
0t ot

&, is known as the denoiser. Equivalently, we parametrize it as a noise prediction model €, where
Ty (z,t) = 21 — 01€y (24, t). The loss function of a diffusion model is derived using an ELBO (by
extending Eq. (1) with time hierarchy), aiming to match the conditional distributions in Eq. (7) and
Eq. (9) over all t € [0, T'] using the KL divergence. This loss boils down to a simple regression loss:

1
inE; .E, |5 | == ) — fue(ze, @) ||3] 11
minEy o8-, 25_t2||.u’w(zt ) — ez, )5 (11)



By discretizing the time such that t € {iT/N}¥ , for the iterative decoding, we obtain a hierarchical
generator:

N
pota) = [ plalzolptzn) [T o (s

=1

2 ). (12
where p(z7) = N (zr|0, Iy).

4.2 Non-linear Diffusion in Latent Space

We propose a non-linear (in ) denoising diffusion for use in our model. In this subsection, time
variables ¢ (and T) are interchangeable with 8 (and B), as they represent the same concept. We
hinted in Section 3.2 that our non-linear diffusion process is prescribed by the 8- or time-dependent
encoder. Formally, the distribution of z, for given « is

qp(zt| ;1) :/\/'(zt\f¢(w7t),ot2[d). (13)

This expression is just an adaptation of Eq. (3) with 8 = ¢, and is more general than Eq. (5). We
propose the nonlinear Markovian encoding process as

Q¢(zt‘ztfﬂ 33) = N(ztlzt*‘r + f¢(m7 t) - f¢(iL', t— 7—)? Ut2|t77—)' (14)

This form closely resembles Eq. (6). Following the development in Section 4.1, we now define the
reverse of Eq. (14) as:

Q¢(Zt—f|2t, CC) = N(zt—T“j’t(zta m)a 5§Id)a (15)
2 2
- Oi_r Ott—r
where fi;(z¢, @) = o2 2 + 2 + folz, t —7) — fo(z, 1), (16)
t t

with 52 remaining the same as Eq. (8). Due to the additional S terms in this flavour of the diffusion
model, p,, cannot follow the same parameterization as in Eq. (10). Instead we introduce a new
approach to express the mean prediction in this case, as follows:

. O+ O-tQ\t—‘r ~ 2
o (2e,t) == 74 + g Ty (21, 1) + Ay (2, 1). 17
i t

Eq. (17) introduces an extra predictor Aw for learning the evolution of encodings with time. In
practice, we train noise prediction, reparameterizing &, (z;, t) with €, (2, t), along with an encoding

difference predictor Aw (24, 1), which is novel to the best of our knowledge.

Following the parameterization of ft,,, our model training differs from standard practice in a couple
of key ways. First, we do not train the noise prediction network to predict the noise added to
zo = fs(x,0) given a sample z;. The transition from z, to 2; is non-linear due to the encoder and

depends on its Jacobian, w. Rather than learning an inversion of this time-varying encoding,
we aim to learn the direction of the noise (€,) at each time step ¢ € [0, 7] using €, (2, t), i.e.,

1 . .
Et2Ee,Ez,|a,e, w”ew(zt,t) — etH% with z; = fs(x,t) + or€; and €, ~ N(0, 1), (18)
where w(t) is a weighting function. This approach trains the model to denoise at each time step.
Additionally, A, is necessary for sampling and is trained to predict the change in f over a small

time interval 7°. Assuming that the encoder is a smooth function, this design is based on the intuition
that learning encoding differences over one time step is easier than over arbitrarily large steps.

We adjust the diffusion model’s U-Net to produce two outputs, é(z¢, ), A, (zs,t). Using these pre-
dictions, we build our DDPM (Ho et al., 2020)-inspired sampling algorithm, as shown in Algorithm 2.
The actual loss function used to train this new diffusion model is defined as

1 . A
EtvaEthtbﬁt [m”ew(zt, t) - et(ma 61‘)”% + H.ff/)(ma t— T) - f(/)(.’ll, t) - A"/’(ztv t)”% . (19)
*In implementation, we set 7 = T'/N in the discrete time setup, learning the single time-step encoding
difference for all times.




Algorithm 1: Training of our VAE Algorithm 2: Sampling of our diffusion

Input: Dataset D, 3-schedule {3, }/_ 1, Input: Trained model €y, total time steps N,
learning rate 7, number of training steps largest time 7', trained noise schedule
o = {ot}iefo,1/N,....(N—1)T/N, T}
Qutput: Trained networks, ¢, 6, and Output: Generated sample zo
o ={0s}pe(py, Initialize: 27 ~ N(0, I,)
fors=1,2,...,Sdo fort=T,(N-1)T/N...,T/N do
1 Sample:  ~ pp(x), 8 ~ L. Predict noise and dift:
U([0,1]), e ~ N(0, Ia) é=éy(zi,t), A=Ay(z,1)
2 Generate noisy encoding: 2. Compute mean for z:
Zﬁ:f¢($,ﬁ)+0g€ [J,t:tho'té
3 Compute the objective £ based on 3. Predict previous mean:
Eq. (4 A
a-(4) r Be-T/N = e — A
4 Update parameters: w < w — NV, L, .
where w — {6, , o'} 4. Update z;_7/n (with

g~ N(O, Id)):zth/N =
KHi—T/N + Ot—T/NE

return fy, go, o

return 2o

Integrating the conditional multilevel 3-VAE, as introduced in Section 3.1, with the diffusion model
described in Section 4.2 is key to mitigating the disentanglement-reconstruction trade-off in our
framework.

We now combine the two proposed modules from Section 3 and Section 4 into a single model, trained
in two phases. In the first phase, we train the conditional multilevel 3-VAE using the loss defined in
Eq. (4) (Algorithm 1). After this, we train the non-linear diffusion model from Section 4.2, keeping
the autoencoder parameters fixed. Additionally, depending on the dataset, we fine-tune the decoder
with an adversarial loss, following Rombach et al. (2021), to enhance generation quality. Further
training details are provided in Appendix C.

5 Related Works

[B-VAE and its variants have been extensively studied for their distinct capabilities (Burgess et al.,
2017) and wide-ranging applications in domains such as images (Higgins et al., 2016), text (Shao
et al., 2020), and molecular generation (Richards et al., 2022). These models are especially valued
for their interpretable latent representations, achieved through -controlled regularization.

H. Kim et al. (2018) improved disentanglement while maintaining reconstruction quality by combin-
ing the ELBO with a total correlation term. Similarly, Chen et al. (2018) enhanced mutual information
between latent variables and observed data to promote independence among latent factors. Shao
et al. (2020) introduced an adaptive feedback mechanism that adjusts 3 during training based on KL
divergence. Dewangan et al. (2022) applied a deep convolutional 5-VAE for feature extraction in
industrial fault diagnosis, using a variable 3 training protocol without conditioning the encoder and
decoder on S.

Both Collins et al. (2022) and Bae et al. (2023) investigated training VAEs with multiple 3 values,
with Bae et al. (2023) capturing the full rate-distortion curve using a hypernetwork conditioned on S,
and Collins et al. (2022) focusing on particle physics applications. In contrast, our framework enables
high-fidelity generation from disentangled representations (with larger 3) by linking latent spaces
through a novel non-linear diffusion process, along with specific adjustments to the 5-conditioned
VAE to optimize the latent space for diffusion.

Recently, a few methods have emerged to achieve disentanglement while preserving generation
fidelity. Wang et al. (2023b) developed InfoDiffusion, a pioneering diffusion-based model that
extends the Diffusion Autoencoder (DiffAE, Preechakul et al., 2022). Yang et al. (2023) introduced
DisDiff, which adds encoder and decoder components to pre-trained diffusion models to maintain



generation quality, rather than training disentanglement-focused models from scratch. Ren et al.
(2022) focus on building an exploration technique for pre-trained generative models for post-hoc
identification of disentangled directions. Notably, in contrast to training-free methods our approach
encourages disentanglement during training, assuring a more disentangled representation.

Our method falls within the model-training-based category, similar to InfoDiffusion, but it uniquely
learns a spectrum of latent representations that provide a distinct advantage. Combined with
the learned non-linear diffusion model, our framework enables transitions between highly dis-
entangled and fully informed latent representations, facilitating the generation of high-fidelity out-
puts.Additionally, we show in Appendix D.1 (see Table 7) that finding-based methods like DisCo
(Ren et al., 2022) can complement our approach, indicating potential for combined implementations.

6 Experiments

We quantitatively demonstrate that our method achieves both disentanglement and high-quality
generation within a single model. We will focus on each of these aspects individually. Specifically, in
Section 6.1, we examine the disentanglement of the learned latent representations. In Section 6.2, we
evaluate our model’s unconditional generation performance and report standard metrics on commonly
used image datasets. Additional details regarding the experiments can be found in the appendix.

6.1 Evaluating Disentanglement
Table 1: TAD and FID scores on CelebA. Our

6.1.1 Image Dataset model outperforms baselines in terms both of

disentanglement and generation quality.
To demonstrate that our method effectively obtains

disentangled representation while maintaining high ~ Method TAD (1) FID (})

generation quality, we verify our approach on an im- B-VAE 0038 +0.043 998+ 24
age dataset. Specifically, we follow the protocol es- | ¢ VAR 0.000 + 0.000 7T7.8+1.6
tablished by Yang et al. (2023) using the CelebA DiffAE 0.155 + 0.010 297 4+921
dataset (Liu et al., 2015). In this setup, we calculate  [nfoDiffusion  0.299 + 0.006  23.6 + 1.3
Total AUROC Difference (TAD, Yeats et al., 2022)  DisDiff 0.305 4+ 0.010 18.3+2.1
and FID (Heusel et al., 2017) scores. TAD is a disen-  Ours 0.378 +0.017 179+1.9

tanglement metric for datasets with binary attribute
labels that measures how well latent variables uniquely capture ground truth attributes. As shown
in Table 1, our method achieves the best performance in both aspects compared to the baselines,
including state-of-the-art methods that aim to address the significant trade-off between these two
factors, such as InfoDiffusion (Wang et al., 2023b) and DisDiff (Yang et al., 2023).

6.1.2 Common Benchmark with Toy Datasets

To compare our model with baselines dedicated to disentanglement (at the expense of generation qual-
ity) such as FactorVAE (H. Kim et al., 2018), 3-TCVAE (Chen et al., 2018), and InfoGAN-CR (Lin
et al., 2020), we adopt the evaluation protocols of Locatello et al. (2019) and Khrulkov et al. (2021)
using toy datasets: Cars3D (Reed et al., 2015), Shapes3D (H. Kim et al., 2018), and MPI3D (Gondal
et al., 2019). For assessment, we use the Mutual Information Gap (MIG) (Chen et al., 2018) and the
Disentanglement metric (Eastwood et al., 2018). The MIG measures how well latent dimensions
respond to changes in individual generative factors, while DCI (Disentanglement, Completeness,
and Informativeness) evaluates the extent to which factors are distinctly represented by individual
latent dimensions, the exclusivity of each factor to a specific dimension, and the comprehensiveness
of the overall representation. Table 2 shows that our model achieves disentanglement performance
comparable to or surpassing that of other disentanglement models.

We also compare our approach with DisCo (Ren et al., 2022), another approach that uses contrastive
learning to find the appropriate directions in the latent space of a pre-trained generative model while
preserving its generative capabilities. We demonstrate the finding-based approach is complementary
to our method in Appendix D.1 (see Table 7).



Table 2: Disentanglement Metrics. We evaluate our multi-3 VAE representations through bench-
marking on well-known toy datasets and comparing them to baselines that aim to learn disentangled
representation. In each column, the best results are highlighted in bold, and the second-best results
are underlined.

Cars3D Shapes3D MPI3D
Method MIG?T DCIt MIG DCI MIG DCI
FactorVAE 0.128 +0.036  0.160 £ 0.020 0411 +0.163  0.611 £0.127  0.098 £ 0.027  0.246 + 0.066
B-TCVAE 0.080 +0.024  0.140 £0.020  0.406 +0.190  0.613 +0.151  0.108 £ 0.053  0.239 + 0.062
InfoGAN-CR  0.011 £0.009  0.020 +0.011 0297 £ 0.124 0478 £0.055  0.161 + 0.077  0.242 4+ 0.076
Ours 0.117 £0.009  0.157 £0.010  0.422+0.090  0.621 +0.090  0.147 £ 0.035  0.253 + 0.043

Table 3: Generation Quality. We evaluate our model for unconditional image synthesis and report
standard metrics, comparing them against baselines specifically designed for generation.

CelebA-HQ 256 x 256 FFHQ 256 x 256 LSUN-Bedrooms 256 x 256
Method FID | Prec. 1 Recall T Method FID | Prec. 1 Recall T Method FID | Prec. 1 Recall
DC-VAE(Parmar et al., 2021)  15.8 - - ImageBART(Esser et al., 2021a) 9.57 - - ImageBART(Esser et al., 2021a) 5.51 - -
VQGAN+T(Esser et al., 2021b) 10.2 - - U-Net GAN(Schonfeld et al., 2020) 10.9 - - DDPM(Ho et al., 2020) 49
PGGAN(Karras et al., 2018) 8.0 - - UDM(D. Kimet al., 2021) 554 - - UDM(D. Kimet al., 2021) 4.57 - -
LSGM(Vahdat et al., 2021) 722 - - StyleGAN(Karras et al., 2019) 416 071 046 StyleGAN(Karrasetal.,,2019) 235 059 048
UDM(D. Kim et al., 2021) 7.16 - - ProjectedGAN(Sauer et al., 2021)  3.08 0.65 046 ADM(Dhariwal et al., 2021) 1.90 0.66 0.1
Ours 6.41 071 048 Ours 545 072 048 Ours 32 065 048

6.2 Evaluating Generation Quality

We demonstrate that our model can serve as a standalone generation model by evaluating its generation
quality on practical image datasets, including CelebA-HQ (Karras et al., 2018), FFHQ (Karras et al.,
2019), and LSUN-Bedrooms (Yu et al., 2015), at a resolution of 256 x 256. For these image datasets,
we evaluate our model using FID to assess image quality and precision-recall (Kynkd4nniemi et al.,
2019) to gauge data distribution coverage. Details of our architecture and training times are provided
in Appendix C, and generated sample images are shown in Appendix D.4.

While our model is designed to learn disentangled latent representations, it is crucial that this
capability does not compromise generation quality. Based on our comparative performance with
generation-focused baselines in Table 3, we conclude that our model effectively generates high-quality
images at this resolution across various datasets.

Lastly, we visualize generated samples from various 3 values in Fig. 2 to demonstrate the smoothness
of our latent space spectrum in terms of 3 or t. We encode ground truth images to latent representations
at certain [ values, denoise them using our non-linear diffusion, and decode them to obtain clear
images. We observe that generated images with different values of 3 remain consistent with each
other. Another smoothness perspective, spatial smoothness of the latent spaces, is visualized in
Appendix D.5.

7 Conclusion

We propose a new generative modeling framework that leverages a range of [ values to learn
disentangled representations and sharp generation quality, including unconditional generation. Our
framework introduces two key components: (1) a multi-3 VAE, producing a spectrum of latent
representations that can be refined via a denoising diffusion process, and (2) a non-linear diffusion
model that links latent representations for different 3 values. Our method offers a superior trade-off
compared to existing approaches. Additionally, it achieves comparable disentanglement performance
to dedicated baselines while maintaining high decoding quality and generating results on par with
state-of-the-art generation models.
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